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Background 

- Pancreatic cancer is one of the 

deadliest cancers

- Surgical resection is the only 

curative option. 

- Small datasets complicate 

efforts to build accurate 

predicitve models.



Hypothesis 

- Can a super learner model outperform conventional futility prediction models, 

particularly in small datasets?



Study Population

- 494 pancreatic cancer patient

- All of them underwent a 
pancreaticoduodenectomy at 
Rigshopsitalet

- 20% had a futile operation 
(recidivism or mortality within 6 
months after operation)
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